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An adaptive control system using extremum-seeking optimization is developed to suppress subsonic cavity flow resonance. First, a simple but effective linear feedback control law is employed. This control law uses pressure fluctuations measured at two different cavity side-wall locations as feedback signals. The influence of the control parameters (namely, a gain $K$ and a phase shift $\phi$) on the magnitude of the limit cycle in closed loop is investigated analytically and experimentally. Second, an extremum-seeking algorithm is implemented to optimize in real time the selection of the most critical control parameter $\phi$ in such a way that the magnitude of the limit cycle is minimized in closed loop. The performance of the resulting control system is compared with that of a linear-quadratic feedback controller of fixed structure, developed on the basis of a reduced-order model of cavity flow dynamics. Experimental results highlight the advantage of parameter adaptation provided by the extremum-seeking algorithm over the controller of fixed structure under varying flow conditions.

I. Introduction

CLOSED-LOOP flow control is regarded as the most effective method to stabilize and improve the performance of fluid systems with minimized actuation efforts under varying operating conditions [1]. In particular, cavity flow control has been the subject of intense investigation for many years, due to its importance in aerodynamic applications. Flow over a shallow cavity produces self-sustained oscillations that result from the coupling between flow dynamics and flow-induced acoustic field [2]. These oscillations lead to strong resonant tones, which are known to cause, among other effects, structural damages on the mechanical systems that interact with the flow. Flow control applied to cavity flow systems aims at formulating strategies for suppressing or reducing the amplitude of the acoustic tones [3, 4].

In the past few years, the flow control group at The Ohio State University has developed and experimentally validated several approaches to feedback control for subsonic cavity flow oscillations. An open-loop actuation scheme updated by a logic-based feedback law was originally proposed by Debiasi and Samimy [5]. Subsequently, a parallel-proportional controller with time delay [6] and a neural-network approach [7] showed promising performances in attenuating cavity flow resonance. More recently, major advances have been achieved by employing a linear-quadratic (LQ) controller designed on the basis of an experimentally derived reduced-order flow model [2].

In many applications, the goal of a feedback control system is to regulate certain output variables to optimize a given cost function. Occasionally, the characteristics of the cost function change depending on internal conditions and the external environment. Such uncertainties in the cost function necessitate the use of adaptive algorithms to iteratively search for the optimal input such that the performance output can be minimized. A control strategy that embeds a self-tuning mechanism to track a varying minimum of the cost function is termed extremum-seeking (ES) control [8]. Some advantages of extremum-seeking control over controllers of fixed structure can be summarized as follows:

Nomenclature

$\mathbf{b}_j$ = constants in the simplified Galerkin system, $j = 1, 2$
$C$ = linear transform matrix, $\in \mathbb{R}^{2 \times 2}$
$F_i$ = system matrices in the Galerkin system, $i = 1, 2$
$G_{\text{fil}}$ = bandpass filter
$G_j$ = system matrices in the Galerkin system, $j = 1, 2$
$G_L$ = low-pass filter for limit cycle detection
$K$ = control parameter corresponding to gain
$k_j$ = control parameters in the $\eta$ coordinates, $j = 1, 2$
$P_j$ = local pressure fluctuations measured inside a cavity, $j = 1, \ldots, 6$
$p$ = pressure—a pair of pressure measurements ($p_a$, $p_b$) used as feedback signals
$R_{ij}$ = normalized cross-correlation estimate of the pressure signals $P_i$ and $P_j$
$\mu$ = control input, $\in \mathbb{R}$
$\alpha$ = constant in the simplified Galerkin system, $\in \mathbb{R}$
$\beta$ = constant in the simplified Galerkin system, $\in \mathbb{R}$
$\zeta$ = state variables of the Galerkin system representing transient dynamics
$\eta$ = state variables of the Galerkin system representing oscillatory dynamics
$\theta$ = state variable in polar coordinates representing phase
$\rho$ = state variable in polar coordinates representing magnitude
$\bar{\rho}$ = averaged magnitude of the limit cycle
$\rho_{o}$ = averaged magnitude of the limit cycle for baseline flows
$\rho^*$ = magnitude of the limit cycle

$\rho_{\text{min}}$ = minimized magnitude of the limit cycle
$\sigma$ = constant in the simplified Galerkin system, $\in \mathbb{R}$
$\phi$ = control parameter corresponding to phase
$\phi_{\text{opt}}$ = optimal value of $\phi$
$\omega_a$ = perturbation frequency for extremum-seeking control
$\omega_h$ = high-pass filter cutoff frequency for extremum-seeking control
$\omega_L$ = cutoff frequency for limit cycle detection
$\omega_t$ = low-pass filter cutoff frequency for extremum-seeking control
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1) The application of extremum-seeking control does not require, in principle, a detailed control-oriented model of the plant. This is a particularly useful feature for dynamic systems of interest described by complex and/or uncertain models.

2) ES control can be applied to a large class of nonlinear systems.

3) ES control can be readily implemented in real-time applications, due to the relative simplicity of the tuning algorithm.

Extremum-seeking control has been of great practical interest since the 1950s and 1960s [9]. Recently, the implementation of this control scheme has been actively pursued for various industrial systems, for example, in maximum power point tracking of photovoltaic arrays [10], pointing control for intersatellite laser communications [11], performance improvement of antitlock brake systems [12], power control of thermoacoustic coolers [13], parameter optimization of dual-independent variable cam timing engines [14], and control of combustion instability [15]. Moreover, extremum-seeking control has already been investigated experimentally in a variety of flow-related configurations, including axial-flow compressors [16], diffuser [17], backward-facing step [18], bluff body [19–20], and airfoil [21].

In this research, a control system including an extremum-seeking algorithm, and a comparative evaluation of its operation are examined analytically and experimentally. Sections IV and V present, respectively, the experimental implementation of an extremum-seeking algorithm, and a comparative evaluation of its performance at various Mach numbers with that provided by the LQ feedback flow controller developed by Samimy et al. [2]. Concluding remarks are given in Sec. VI.

II. Experimental Setup

A blow-down wind tunnel, located at the Gas Dynamics and Turbulence Laboratory of The Ohio State University, is used for the experiments in this research. The tunnel can operate in the subsonic range between Mach 0.20 and Mach 0.70. Flow is directed to the 50.8 mm × 50.8 mm test section through a converging nozzle before exhausting to the atmosphere. As shown in Fig. 1, a shallow cavity is recessed in the test section with a depth D = 12.7 mm and length L = 50.8 mm (L/D = 4). The synthetic-jetlike actuator is connected to the leading edge of the cavity. The actuator consists of a Selenium D3300Ti compression driver linked to a 108-mm-long nozzle, which converges from the driver to an exit slot of width 1 mm. The diaphragm movement of the compression driver creates oscillatory flow that exits through the slot at an angle of 30 deg with respect to the freestream flow. The pressure fluctuations are measured at six locations on the side wall of the cavity by flush-mounted XCL-100-25A transducers. The signals pass through an antialiasing filter with a 10-kHz cutoff frequency. A dSpace 1103 DSP board operating at a 50-kHz sampling rate is used to manage the data acquisition and the implementation of feedback control algorithms. Further details on the experimental setup and the actuator characteristics can be found in DeBiasi and Samimy [5] and Kim et al. [25].

The characteristics of the experimental setup have been thoroughly investigated in previous work [2,25]. At Mach 0.3, the cavity flow shows a time-invariant, single-mode resonance corresponding to the third Rossiter mode. This flow condition exhibits rather simple characteristics compared with other multiresonance modes, thereby facilitating the development of the single-parameter extremum-seeking control being pursued in this research. The previously developed LQ control system [2], which was compared with the extremum-seeking control in Sec. V, was also developed at Mach 0.30. Therefore, the cavity flow at Mach 0.3 is selected as a reference baseline for this research. However, the extremum-seeking controller is further examined at various Mach numbers, including Mach numbers corresponding to a multiresonance mode, in order to assess its adaptability to varying flow conditions. In this cavity configuration, the resonance peaks occur within 2–4 kHz regardless of resonance mode [2]. Therefore, this range is considered hereafter as a frequency range of interest for control system design.

III. Simple Feedback Controller for Cavity Flow Oscillation

In this section, a simple feedback law is derived for a closed-loop control system to suppress cavity flow oscillation. This control law is based on a phasor model, obtained from a simplified Galerkin system representing a reduced-order flow model. The type of controller employed in this study was originally proposed by Tadmor et al. [22] in the context of suppressing cylinder wake instability, and later considered by Rowley and Juttiudata [23] for cavity flows. The performance of the proposed control system is experimentally verified and compared with analytic results.

A. Theoretical Analysis

A reduced-order model of cavity flow, derived by means of proper orthogonal decomposition and Galerkin projection techniques [2], can be written in modal coordinates as

\[
\dot{\eta} = F_1 \eta + \varphi_1(\eta, \xi) + (G_1 + \gamma_1(\eta, \xi))u
\]

\[
\dot{\xi} = F_2 \xi + \varphi_2(\eta, \xi) + (G_2 + \gamma_2(\eta, \xi))u
\]

(1)

where \( u \in \mathbb{R} \) stands for the control input,

\[
\eta = \begin{bmatrix} \eta_1 \\ \eta_2 \end{bmatrix}, \quad \xi = \begin{bmatrix} \xi_1 \\ \xi_2 \end{bmatrix}, \quad F_1 = \begin{bmatrix} \sigma & -\omega \\ \omega & \sigma \end{bmatrix}, \quad F_2 = \text{diag}(-\lambda_1, \ldots, -\lambda_{N-2})
\]

\( G_1 \in \mathbb{R}^2; \quad G_2 \in \mathbb{R}^{N-2}; \quad \varphi_1, \gamma_1: \mathbb{R}^2 \times \mathbb{R}^{N-2} \rightarrow \mathbb{R}^2; \quad \varphi_2, \gamma_2: \mathbb{R}^2 \times \mathbb{R}^{N-2} \rightarrow \mathbb{R}^{N-2}, \quad \sigma > 0, \omega > 0, \lambda_i > 0, \quad i = 1, \ldots, N. \) In this
Galarkin system, the state variable $\zeta$ accounts for fast transient dynamics, while the state $\eta$ describes oscillatory behavior of the system. Elimination of $\zeta$ from Eq. (1) by means of center-manifold reduction [26] leads to a simple model of cavity flow oscillation as

$$\dot{\eta} = \begin{bmatrix} \sigma - \alpha \rho^2 & -\omega - \beta \rho^2 \\ \omega + \beta \rho^2 & \sigma - \alpha \rho^2 \end{bmatrix} \eta + \begin{bmatrix} b_1 \\ b_2 \end{bmatrix} u$$

where $\sigma > 0$ and $\rho = \sqrt{\eta_1^2 + \eta_2^2}$

(2)

Using polar coordinates $\rho$ and $\theta = \tan^{-1}(\eta_2/\eta_1)$, system Eq. (2) is transformed into the phasor model [22,23]

$$\dot{\rho} = (\sigma - \alpha \rho^2) \rho + (b_1 \cos \theta + b_2 \sin \theta) u$$

(3a)

$$\dot{\theta} = \omega + \beta \rho^2 + \frac{1}{\rho} (b_2 \cos \theta - b_1 \sin \theta) u$$

(3b)

where it is readily seen that, when $u = 0$, the magnitude $\rho$ converges to a stable equilibrium $\rho^* = \sqrt{\sigma/\omega}$, which corresponds to the magnitude of a stable limit cycle in the original coordinates $\eta$.

Compared with the original system in Eq. (1), the model in Eq. (3) omits detailed dynamics of cavity flow oscillation. However, it still preserves some of the key characteristics related to the limit cycle oscillation of the original model and could be used to design a simple feedback controller [23]. To this end, consider the linear control law

$$u = -k_1 \eta_1 - k_2 \eta_2 = -K \rho \cos(\theta - \phi)$$

(4)

where $K = \sqrt{k_1^2 + k_2^2} > 0$ and $\phi = \tan^{-1}(k_2/k_1) \in [0, 2\pi)$. After application of this control law, averaging of Eq. (3a) with respect to $\theta \in [0, 2\pi)$ yields [23]

$$\dot{\rho} = (\sigma - \alpha \rho^2) \rho - K \rho (b_1 \cos \phi + b_2 \sin \phi)$$

(5)

The averaging theorem [27] allows an approximation of the solution of Eq. (5) with the solution of Eq. (3a). The effect of the control law in Eq. (4) on the magnitude of the limit cycle is to change $\rho^*$ from

$$\rho^* = \sqrt{\sigma - K (b_1 \cos \phi + b_2 \sin \phi)} / \alpha$$

(6)

where it is assumed that the magnitude of the control gain $K$ is small enough to preserve the oscillation, that is, $K (b_1 \cos \phi + b_2 \sin \phi) < \sigma$. Note that the control $u$ in Eq. (4) contains in principle 2 degrees of freedom, that is, $K$ and $\phi$, which can be used for parameter optimization. As noted by Rowley and Juttunijuta [23] and Tadmor et al. [22], for each $K$, tuning the phase $\phi$ to the optimal value $\phi_{opt}$ satisfying

$$\cos \phi_{opt} = \frac{b_1}{|b|}, \sin \phi_{opt} = \frac{b_2}{|b|}, \text{ where } |b| = \sqrt{b_1^2 + b_2^2}$$

has the effect of minimizing $\rho^*$ to the value

$$\rho^*_{min} = \sqrt{\frac{\sigma - K |b|}{\alpha}}$$

(7)

From Eq. (7), it is seen that increasing the gain $K$ to become larger than $\sigma/|b|$ eventually forces the limit cycle oscillation to vanish, that is, $\rho^*_{min} \to 0$. This analytic result is, in general, different from what is observed in experiments, where complete suppression of oscillation cannot be achieved by applying the control law in Eq. (4). This is not surprising, because the analysis is based on a simplified reduced-order model which only captures the behavior of the system to a limited extent. Therefore, the characteristics of the proposed closed-loop control need to be assessed by using cavity flow experiments. Unfortunately, it is not viable to implement the control law in Eq. (4) directly in the cavity flow configuration, because the state variables $\eta$ cannot be measured in real time from the flowfield. Alternatively, provided that a linear relationship of the form

$$p = C\eta, \ C \in \mathbb{R}^{2 \times 2}$$

exists between $\eta$ and a pair of local pressure measurements $p = (p_a, p_b)^T$, it is possible to reformulate Eq. (4) as

$$u = -K \rho \cos(\theta - \phi) = -k_1, k_2 |C^{-1}p = -K \tilde{p} \cos(\theta - \phi)$$

(8)

where $\tilde{p} = \sqrt{p_a^2 + p_b^2}$ and $\tilde{\theta} = \arctan(p_b/p_a)$. Note that the control law in Eq. (8) has exactly the same structure as the original controller in Eq. (4). Therefore, the same control strategy can be implemented in terms of feedback from independent pressure measurements instead of state variables. Obviously, for any given flow configuration, the actual computation of the parameters $(\tilde{K}, \tilde{\phi})$ requires knowledge of the plant model parameters, including the output map $C$, which are affected by a large uncertainty due to the approximate nature of the phasor model (3). However, this limitation will be overcome by a self-tuning mechanism embedded in the control scheme, as discussed in Sec. IV. For the sake of convenience, the notation $(\cdots)$ will be omitted for the remainder of the paper, with an understanding that the controller parameters refer to Eq. (8).

B. Experimental Verification

The state variables $\eta_1$ and $\eta_2$ in Eq. (4) describe the system dynamics associated with the limit cycle oscillation. Therefore, the two signals $p_a$ and $p_b$ in Eq. (8) should possess the same dynamic characteristics as the state $\eta$. As shown in Fig. 1, pressure fluctuation signals are measured at six locations on the walls of the cavity. The rationale behind the selection of the two best signals among the available pressure measurements is based on the following criteria:

1) The signal-to-noise ($S/N$) ratio of the selected signals should be the largest possible. The $S/N$ ratios of each pressure signal can be examined graphically from the sound-pressure-level (SPL) spectra, by comparing the magnitude of the resonance peak with the background noise level.

2) The two selected signals should be strongly correlated. The normalized form of the cross-correlation estimate indicating the similarity between two real-valued signals can be computed from $N$ samples of the signals $u$ and $v$ as

$$R_{uv}(m) = \frac{1}{\sqrt{R_{uu}(0)R_{vv}(0)}} \left\{ \sum_{n=0}^{N-1} u[n+m]v[n] \right\}, \ \ m \geq 0 \ \ R_{uv}(-m) \ \ m < 0$$

(9)

where $-N + 1 \leq m \leq N - 1$, and the values $R_{uu}(0)$ and $R_{vv}(0)$ stand for the autocorrelations of the signals $u$ and $v$ at $m = 0$, respectively.

Figure 2a presents the SPL spectra of the pressure fluctuations, which are denoted by $P_j (j = 1 \cdots 6)$ for each location in Fig. 1. The pressures are measured at baseline Mach 0.30 flow. The magnitudes of the resonance peaks are similar for all the pressure fluctuations $P_j$ except $P_4$, whereas the background noise levels of each fluctuation vary between 100 and 120 dB. The background noise levels of $P_4$ to $P_6$ at the shear layer are higher than those of $P_1$ to $P_3$ at the bottom of the cavity. Therefore, the signals $P_1$ to $P_3$ perform better than the signals $P_4$ to $P_6$ in terms of $S/N$ ratio, as defined by the magnitude of the resonance peak with respect to background noise level. The cross-correlation analysis is performed for all possible 15 pairs resulting from the six pressure measurements. Figure 2b shows the worst and best results obtained from the correlation analysis. Compared with the worst cross correlation $R_{3j}$ from the pressure pair $(P_3, P_j)$, the best cross correlation $R_{43}$ from the pair $(P_4, P_3)$ exhibits a strong oscillation that is a typical characteristic of two signals describing periodic orbits in the phase space. Based on these criteria, the pair $(P_4, P_3)$ was selected as feedback $(p_{\alpha}, p_{\beta})$ for the controller in Eq. (8).

Figure 3 shows the diagram of closed-loop control experiments using the proposed control law. To minimize the effects of background noise, the feedback signals $P_4$ and $P_3$ are filtered by a
The baseline pressure $P_i$ performance. The actuator compensator forces the actuator output with a gain $K$. Experimental results are in good agreement with the analysis in the given range. However, as shown in Fig. 5b, the effect of the variation of $K$ does not match the analytical model. As $K$ increases while $\phi$ is fixed at 5.4, the magnitude $\bar{\rho}$ decreases below 37% of the baseline magnitude, but tends to increase again when $K > 1.5$. Conversely, Eq. (7) predicts a monotonic attenuation of the limit cycle magnitude with increasing $K$ when $\phi$ is set to the optimal value $\phi_{opt}$. This result implies that the simple averaged model in Eq. (5) leads to a considerable discrepancy between the real effect of $K$ on $p_{fluc}$ and the analytical relationship in Eq. (7).

Figure 6 shows the performance of the control system corresponding to $K = 1.0$, $\phi = 5.4$, which is hereby regarded as an optimal parameter set. The phase plot in Fig. 6a shows that the limit cycle magnitude of the controlled flow is substantially decreased, compared with that of the baseline flow. As seen from the SPL spectra shown in Fig. 6b, the controller reduces the resonance peak by 22 dB with respect to the baseline case.

IV. Extremum-Seeking Optimization of Control Parameters

The next step is the formulation of an adaptive extremum-seeking algorithm to tune the control parameters online. As mentioned earlier, the extremum-seeking scheme can have 2 degrees of freedom, corresponding to the parameters $K$ and $\phi$, for the optimization. However, adapting $K$ will not be appropriate for the controller considered here due to the following reasons:

pair of fourth-order Butterworth bandpass filters, $G_{bp}(s)$, having a passband of 1.5–4 kHz. In addition, the actuator compensator described by Kim et al. [25] is embedded in the control loop. The synthetic jetlike actuator employed in the experimental setup possesses its own dynamic characteristics, which result from the geometric features of the converging nozzle guiding the actuator output to the cavity. The actuator dynamics severely distorts the control signal $u$, thereby deteriorating the overall control performance. The actuator compensator forces the actuator output pressure $P_j$, which is measured at the exit slot, to accurately track the desired control input $u$ by providing a feedback control that commands the voltage signal $V_a$ to the actuator. For the compensator design, a time-delay model of the actuator dynamics was obtained using subspace-based identification methods from the experimental data. Based on the identified actuator model, a 2-degree-of-freedom Smith-predictor-type control structure was employed in conjunction with a $H_\infty$ mixed-sensitivity method. As a result of the application of the compensator, the uncertainty caused by the actuator dynamics is effectively mitigated, and its effect can be ignored in assessing the overall closed-loop performance. This objective is achieved by increasing the gain and decreasing the fluctuation of the frequency response, as shown in Fig. 4.

The closed-loop system shown in Fig. 3 allows us to identify the static map between the control parameters ($K, \phi$), which are manually tuned, and the limit cycle magnitude $\rho_*$. For this purpose, the gain $K$ is changed from 0.5 to 1.7 with a resolution of $\Delta K = 0.2$, while the phase is increased from 0 to 2\pi with a resolution of $\Delta \phi = 0.3$ rad. For each pair of control parameter values, the corresponding averaged amplitude of the oscillation $\bar{\rho}$ is computed in steady state. The experiments are performed at Mach 0.30. A plot of $\bar{\rho}$ versus the controller parameters ($K, \phi$) is shown in Fig. 5, where the magnitude $\bar{\rho}$ is normalized by the averaged limit cycle magnitude of the baseline flow, $\bar{\rho}_o = 0.36$ kPa. It is observed from Fig. 5a that the experimental results are in good agreement with the analysis in Eq. (6) as far as the variation of the phase shift parameter $\phi$ is concerned, since there exists an optimal value $\phi_{opt} = 5.4$ rad for this controller parameter where $\bar{\rho}$ is minimized, irrespective of the value of $K$ in the given range. However, as shown in Fig. 5b, the effect of the variation of $K$ does not match the analytical model. As $K$ increases while $\phi$ is fixed at 5.4, the magnitude $\bar{\rho}$ decreases below 37% of the baseline magnitude, but tends to increase again when $K > 1.5$. Conversely, Eq. (7) predicts a monotonic attenuation of the limit cycle magnitude with increasing $K$ when $\phi$ is set to the optimal value $\phi_{opt}$. This result implies that the simple averaged model in Eq. (5) leads to a considerable discrepancy between the real effect of $K$ on $p_{fluc}$ and the analytical relationship in Eq. (7).

Figure 6 shows the performance of the control system corresponding to $K = 1.0$, $\phi = 5.4$, which is hereby regarded as an optimal parameter set. The phase plot in Fig. 6a shows that the limit cycle magnitude of the controlled flow is substantially decreased, compared with that of the baseline flow. As seen from the SPL spectra shown in Fig. 6b, the controller reduces the resonance peak by 22 dB with respect to the baseline case.

IV. Extremum-Seeking Optimization of Control Parameters

The next step is the formulation of an adaptive extremum-seeking algorithm to tune the control parameters online. As mentioned earlier, the extremum-seeking scheme can have 2 degrees of freedom, corresponding to the parameters $K$ and $\phi$, for the optimization. However, adapting $K$ will not be appropriate for the controller considered here due to the following reasons:

![Fig. 2 Characteristics of wall pressure fluctuations at Mach 0.30 baseline flow.](image2)

![Fig. 3 Inner-loop feedback control system.](image3)

![Fig. 4 Frequency responses of the original (black) and compensated (gray) actuator dynamics (from Kim et al. [25]).](image4)

![Fig. 5a SPL spectra from the wall pressure measurements b) Cross-correlation for ($P_2$, $P_3$) and ($P_4$, $P_5$).](image5)
These characteristics can be clearly observed in Fig. 5. Hence, the limit cycle. Thus its effect is crucial in determining attenuation or amplification of the signal.

The structure of the single-parameter extremum-seeking optimization algorithm, adopted from Wang and Kristić [24], is shown in Fig. 7. The extremum-seeking controller acts as an outer loop to the controller in Fig. 3. The scheme implements an online gradient-based optimization, where the sensitivity of $\rho^*$ with respect to $\phi$ is estimated by introducing a sinusoidal perturbation $\Delta \phi$. Subsequently, the parameter $\phi$ is adapted in real time using a gradient descent method to achieve the minimum of the limit cycle magnitude, $\rho^*$.

Following Wang and Kristić [24], a detection algorithm for the limit cycle magnitude $\rho^*$ can be readily established as follows: Assuming that $p_a = r_a \cos \omega t$ and $p_b = r_b \sin \omega t$, the magnitude of $\rho^*$ becomes

$$\rho^2 = p_a^2 + p_b^2 = \frac{(r_a^2 + r_b^2)}{2} + \frac{(r_a^2 - r_b^2)}{2} \cos 2\omega t \quad (10)$$

The signal $\rho^2$ is filtered through a low-pass filter $G_L(s)$. Provided that the bandwidth $\omega_L$ of $G_L(s)$ satisfies the condition $\omega_L < \omega$, the filter $G_L(s)$ allows the extraction of the time-invariant component from Eq. (10) as

$$\rho^* = \sqrt{\frac{1}{2}} (r_a^2 + r_b^2)$$

Suppose that the static input–output map $f: \phi \rightarrow \rho^*$ representing the relationship between $\phi$ and $\rho^*$ has a minimum. In the vicinity of an initial value $\phi = \phi_o$, the map $f$ can be approximated by Taylor series as
\[\rho^* = f(\phi) \approx f(\phi_0) + f'(\phi_0)\Delta \phi = f(\phi_0) + f'(\phi_0)a \sin(\omega_i t)\]  
(11)

where \(\Delta \phi = a \sin(\omega_i t)\), \(a \ll O(\phi)\) is a perturbation signal. As shown in Fig. 7, the perturbation is implemented as an additive sinusoidal signal, whose frequency \(\omega_i\) should be sufficiently low such that the static relationship \(\rho^* = f(\phi)\) can be maintained. From Fig. 7, the bandwidths \(\omega_l\) and \(\omega_h\) of high-pass and low-pass filters, respectively, are chosen to satisfy the condition \(\omega_l, \omega_h \ll \omega_0\). As a result, the update variable \(\dot{\phi}\) in Fig. 7 is approximately related to the gradient of the \(f\) as follows:

\[\dot{\phi} \approx -k f'(\phi_0) a^2 / 2\]  
(12)

which allows the detection of the gradient \(f'(\phi_0)\) without the exact knowledge of the map. The value of \(\dot{\phi}\) is updated by integrating \(f'\) at every time step until \(\rho^*\) approaches the minimum where \(f'(\phi) = 0\). For the sake of stable and effective extremum-seeking optimization [8], the following relationships should be established:

- Cavity oscillation frequency,
  \(\omega \gg\) cutoff frequency for limit cycle detection
  \(\omega_l \gg\) perturbation frequency
  \(\omega_l, \omega_h \gg\) filter frequencies, \(\omega_l, \omega_h\)  

In what follows, the selection of the parameters of the filters in the extremum-seeking loop is discussed based on the conditions given in Eq. (13). First of all, a third-order Butterworth low-pass filter with a cutoff frequency \(\omega_l/2\pi = 50\) Hz is chosen for the filter \(G_l\) used to compute the limit cycle magnitude. Note that the designed cutoff frequency at 50 Hz is considerably lower than the frequency range of interest in cavity flow oscillation, that is, 2–4 kHz. To determine the perturbation frequency \(\omega_0, \phi\) is varied from 0 to \(2\pi\) at a given frequency \(f_a\) as follows:

\[\phi = \pi + \pi \sin(\omega_0 t), \quad \omega_0 = 2\pi f_a\]  
(14)

and the effect of each \(f_a\) on the relationship between \(\rho^*\) and \(\phi\) is analyzed. Note that the extremum-seeking loop is not active during this investigation. The result of the analysis is shown in Fig. 8, where the solid lines account for increasing values of \(\phi\) from 0 to \(2\pi\), while the dashed lines account for decreasing values from \(2\pi\) to 0. At \(f_a = 4\) Hz, the relationship between \(\phi\) and \(\rho^*\) is very similar to the characteristic of the averaged limit cycle magnitude shown in Fig. 5a, as it possesses a minimum around \(1.5\pi\)–\(2\pi\), although the minimum value is shifted slightly depending on the direction of varying \(\phi\). As the frequency \(f_a\) increases to 8 and 16 Hz, the relationship loses the key characteristic of the existence of a minimum value. Consequently, the perturbation signal is set as \(\Delta \phi = 0.1 \sin(2\pi \cdot 3 \cdot t)\), where the frequency is lower than 4 Hz and the amplitude is smaller than the order \(O(\phi)\) ≈ 1. Subsequently, both filter frequencies \(\omega_0, \omega_h\) are set at 0.4 Hz to satisfy the condition in Eq. (13).

The resulting extremum-seeking controller is tested at Mach 0.3 flow. As shown in Fig. 7, the phase \(\phi = \phi_0 + \phi + \Delta \phi\) consists of three components: initial value \(\phi_0\), update \(\phi\), and perturbation \(\Delta \phi\). Figure 9a shows the transition of \(\phi_0 + \phi\) that excludes the perturbation signal \(\Delta \phi\) from \(\phi\). The parameter adaptation begins at \(t = 0\). The value of \(\phi_0 + \phi\) is successfully updated from the initial value \(\phi_0 = 4.5\), where \(\phi = 0\), to the steady-state value \(\phi_{st} = 5.35\), where the limit cycle magnitude \(\rho^*\) reaches its minimum value of about 0.15 kPa, as shown in Fig. 9b. The parameter value \(\phi_{st} = 5.35\) is very close to \(\phi_{opt} = 5.4\), the optimal value identified during the closed-loop experiments in Sec. III. This result verifies that the
extremum-seeking control operates correctly. Figure 10 shows the effectiveness of the extremum-seeking control using the SPL spectrogram from the transducer 5. The resonance peak at 2.9 kHz is gradually attenuated and dropped close to the background level, following the reduction of the magnitude $\rho^*$. 

V. Comparison of Extremum-Seeking Control with Fixed-Structure Control

In this section, the performance of the extremum-seeking controller is compared with that of the LQ controller developed by Samimy et al. [2], whose scheme is shown in Fig. 11. The LQ flow control is considered as a representative system in the class of fixed-structure controllers for cavity flow.

A. Overview of Linear-Quadratic Flow Control

The LQ controller is developed on the basis of a fourth-order reduced-order flow model, obtained at Mach 0.30 baseline flow by means of proper orthogonal decomposition (POD) and Galerkin projection methods. The resulting linearized flow model is written as

$$\dot{\hat{a}}(t) = G\hat{a}(t) + Bu(t)$$  \hspace{1cm} (15)

where the vector $a \in \mathbb{R}^{4 \times 1}$ stands for the modal coefficients of the POD expansion. Quadratic stochastic estimation is implemented to correlate real-time measurements of surface pressure fluctuations $P_j(t)$ at $m$ distinct locations with $a$ in Eq. (15). The estimated states $\hat{a}_i \in \hat{a}$ are defined as

$$\hat{a}_i = C_i^jP_j + D_i^jP_jP_k(t), \quad i = 1 \cdots 4$$

$$j, k = 1 \cdots m$$  \hspace{1cm} (16)

In this study, four surface pressure measurements $P_2$, $P_3$, $P_5$, and $P_6$ in Fig. 11 are selected as feedback signals. The structure of the LQ controller is given by

$$u(t) = -K_{LQ}\hat{a}(t)$$  \hspace{1cm} (17)

where the gain matrix $K_{LQ} \in \mathbb{R}^{1 \times 4}$ minimizes a quadratic cost function of the system states and the input energy [29]. The major difference between the extremum-seeking controller and the LQ control is the adaptability of the control parameters. The gain matrix $K_{LQ}$ of the LQ controller is determined on the basis of the model identified at a given design condition and is therefore fixed irrespective of the actual flow condition. In contrast, the parameter $\phi$ of the extremum-seeking control is determined in real time, which in principle yields a means to account for varying flow conditions.

B. Experimental Results

Figure 12 shows a comparison of SPL spectra between the LQ control system and the extremum-seeking control system. In this experiment, the freestream Mach number is set to the design condition of the LQ control system (Mach 0.30). To evaluate the performance of the controllers, we use the pressure fluctuations measured by transducers 2 and 5. Resonance peaks are significantly reduced, and the overall SPL levels are suppressed to approximately below 120 dB at the shear layer and 110 dB inside the cavity. For the same
experiments, the control signals given by the pressure $P_i$ at the actuator output (see Fig. 3) are shown in Fig. 13. The output level of the extremum-seeking control is 10 dB smaller than that of the LQ control. This implies that the extremum-seeking control is more efficient than the LQ control in terms of power consumption. Moreover, the LQ control yields a relatively large peak around 1.1 kHz in Fig. 13. Corresponding to this peak, a peak is detected in the SPL spectrum measured by transducer 2 (peak labeled “A” in Fig. 12a).

The experimental results shown in Figs. 14 and 15 illustrate the performance of each control system at slightly off-design conditions. Although cavity flows at both Mach 0.28 and 0.32 seem to exhibit only one resonance peak, their intrinsic characteristics are quite different. Debiasi and Samimy [5] have shown that the cavity flow at Mach 0.28 belongs to the range of single-resonance mode (Mach 0.25–0.31), whereas the flow at Mach 0.32 is at the lower bound of a range of multiresonance mode (Mach 0.32–0.38). Hence, as shown in Fig. 14, both LQ and extremum-seeking control systems are effective at Mach 0.28, as this case is similar to that of Mach 0.30. The parameter $\phi$ is adapted from 5.35 at Mach 0.30 to 5.43 at Mach 0.28. In contrast, as shown in Fig. 15, the two control systems exhibit different characteristics as the change of resonance mode becomes imminent at Mach 0.32. The performance of the LQ control starts deteriorating. The resonance peak is still suppressed, but a relatively large spurious peak is created at around 2.2 kHz. On the other hand, the extremum-seeking control maintains a level of performance similar to the results obtained at Mach 0.28 and 0.30 flows. The parameter $\phi$ is tuned to 2.58, a significantly different value.
due to the variation of the cavity flow dynamics occurring between Mach 0.30 and 0.32 flows.

As seen in Figs. 16 and 17, as the Mach number increases further beyond 0.32, multiple resonance peaks are observed in the SPL spectra (two peaks in these experiments). At this range of Mach numbers, the LQ control significantly amplifies the peak at 2.2 kHz, even though it attenuates the second peak of the baseline flow. In addition, the background pressure fluctuation level below 2 kHz tends to increase. The extremum-seeking control is relatively more effective compared to the LQ system. The extremum-seeking control succeeds in suppressing the larger peak between the two peaks of the baseline flow, that is, the 3.4 kHz peak at Mach 0.34 and the 2.5 kHz peak at Mach 0.38, while it barely affects the magnitude of the smaller peak. However, it does not generate any side effect, as opposed to the LQ control. It is worth noting that the behavior of the extremum-seeking control, which tends to suppress the largest peak, is consistent with the fact that the algorithm does not possess any information on the frequency of the limit cycle. This also suggests that the current single-parameter adaptive scheme is not sufficient for handling a multiresonance mode, and a multiparameter scheme would be required instead. Listed here are the variations of $\phi$ with respect to different Mach numbers as follows: Mach 0.28, $\phi = 5.43$; Mach 0.30, $\phi = 5.35$; Mach 0.32, $\phi = 2.58$; Mach 0.34, $\phi = 2.33$; and Mach 0.38, $\phi = 2.45$. The large difference between Mach 0.30 and 0.32 indicates that the extremum-seeking control system successfully adapts itself to the change of cavity flow resonance from single mode to multiple modes, even though it cannot completely suppress multiple resonances.

Finally, Fig. 18a compares the root-mean-squared (rms) magnitudes of the actuator voltage input for each control system. This plot facilitates assessing the efficiency of each control system with respect to cavity flow Mach number. The LQ control applies increasingly larger voltage signals to the actuator as the Mach number deviates from the design Mach number 0.30 to higher numbers. In contrast, the extremum-seeking control needs smaller voltage magnitude, which is maintained within a small range in spite of significant change in Mach number. Figure 18b shows the change of the overall sound pressure level (OASPL) of the controlled flow with respect to the baseline flow, which is denoted by $\Delta$OASPL and defined as follows:

$$\Delta\text{OASPL} = \text{OASPL}_{\text{controlled flow}} - \text{OASPL}_{\text{baseline}}$$

with

<table>
<thead>
<tr>
<th>Mach Number</th>
<th>$\phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.28</td>
<td>5.43</td>
</tr>
<tr>
<td>0.30</td>
<td>5.35</td>
</tr>
<tr>
<td>0.32</td>
<td>2.58</td>
</tr>
<tr>
<td>0.34</td>
<td>2.33</td>
</tr>
<tr>
<td>0.38</td>
<td>2.45</td>
</tr>
</tbody>
</table>

Fig. 16 SPL spectra from transducers 2 and 5 under LQ control and ES control. The freestream Mach number is 0.34.

Fig. 17 SPL spectra from transducers 2 and 5 under LQ control and ES control. The freestream Mach number is 0.38.
A varying flow condition in a subsonic shallow cavity flow often significantly affects the dynamic characteristics of cavity flow resonance. In our configuration, increasing the Mach number from 0.30 to 0.38 changes the resonance from a single mode to multiple modes. In the present work, we developed an adaptive flow control system using an extremum-seeking algorithm, which aims at adapting the control parameters to maximize the attenuation of the flow resonance at various flow conditions. An inner closed-loop control system was developed using a simple, pressure-based control law. The effects of the control parameters, that is, gain $K$ and phase $\phi$, on the limit cycle magnitude $\rho$ were identified analytically and experimentally. It was verified from both analytical relationships and experimental results that there exists an optimal value $\phi_{opt}$ of the controller parameter where $\rho$ is minimized, regardless of $K$. As for the effects of $K$, the analytical prediction does not match the experimental results, due to the simplicity of a phasor model derived from a Galerkin system. Therefore, extremum-seeking optimization was applied only to the parameter $\phi$, with the parameter $K$ fixed. A gradient-based searching algorithm with a sinusoidal perturbation was implemented as an optimization scheme. The effectiveness of the extremum-seeking control was verified under various flow Mach numbers. The experimental results were compared with those obtained with a linear-quadratic feedback control based on a reduced-order Galerkin model representing a class of fixed-structure control systems. Although the LQ control attenuates the resonance only at Mach numbers close to the design condition, the extremum-seeking control extends the range of Mach numbers where the control is effective by tuning the control parameter automatically.

\[ \text{OASPL} = 10 \log_{10} \left( \frac{\sum_{j=1}^{n} P_{\text{rms},j}}{P_{0}} \right) \]

where the reference pressure is $P_{0} = 20 \mu$Pa, and the number of pressure measurement locations is $m = 6$. The value of $\Delta \text{OASPL}$ is considered as an overall performance indicator of the flow control system. The trend in $\Delta \text{OASPL}$ with respect to Mach number shows the clear advantage of extremum-seeking control over fixed-structure control systems. Although the LQ control is beneficial only in design condition (Mach 0.30) and its neighborhood (Mach 0.28 and 0.32), the extremum-seeking control shows better performance at single-resonance modes than the LQ control and maintains its effectiveness to some degree even at multiresonance modes.

VI. Conclusions

A varying flow condition in a subsonic shallow cavity flow often significantly affects the dynamic characteristics of cavity flow resonance. In our configuration, increasing the Mach number from 0.30 to 0.38 changes the resonance from a single mode to multiple modes. In the present work, we developed an adaptive flow control system using an extremum-seeking algorithm, which aims at adapting the control parameters to maximize the attenuation of the flow resonance at various flow conditions. An inner closed-loop control system was developed using a simple, pressure-based control law. The effects of the control parameters, that is, gain $K$ and phase $\phi$, on the limit cycle magnitude $\rho$ were identified analytically and experimentally. It was verified from both analytical relationships and experimental results that there exists an optimal value $\phi_{opt}$ of the controller parameter where $\rho$ is minimized, regardless of $K$. As for the effects of $K$, the analytical prediction does not match the experimental results, due to the simplicity of a phasor model derived from a Galerkin system. Therefore, extremum-seeking optimization was applied only to the parameter $\phi$, with the parameter $K$ fixed. A gradient-based searching algorithm with a sinusoidal perturbation was implemented as an optimization scheme. The effectiveness of the extremum-seeking control was verified under various flow Mach numbers. The experimental results were compared with those obtained with a linear-quadratic feedback control based on a reduced-order Galerkin model representing a class of fixed-structure control systems. Although the LQ control attenuates the resonance only at Mach numbers close to the design condition, the extremum-seeking control extends the range of Mach numbers where the control is effective by tuning the control parameter automatically.
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