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a b s t r a c t 

A simulation based approach for nonlinear dynamical modelling and feedback control of 

the drag to lift ratio for aerofoils is investigated through case studies involving NACA 

23012, ag13 and b737a aerofoils. The flow around the aerofoils is studied via numerical 

solutions of the 2D Navier–Stokes (NS) equations. A standard computational fluid dynam- 

ics (CFD) solver is extended to be able to measure desired feedback values and to apply 

a control input to the flow field. The proposed modelling and control approach is based 

on first determining the measurement points and injection points on the aerofoil for the 

control input. Then, to estimate the dynamical model, some input–output data are col- 

lected by injecting a chirp input flow to the field and saving the measurement data. Next 

a Hammerstein–Wiener (HW) type nonlinear dynamical model of the flow field is esti- 

mated using system identification. For control design, the nonlinear part of the model is 

eliminated by means of inverse functions, followed by the application of automated tuning 

methods to the linear part to obtain the closed-loop system. The results show that the de- 

signed feedback control system can reduce the drag to lift ratio considerably as compared 

to the unactuated case. 

© 2016 Elsevier B.V. All rights reserved. 

 

 

 

 

 

 

 

 

 

 

 

1. Introduction 

While an accurate mathematical representation of fluid flows can be achieved using the Navier–Stokes (NS) partial dif-

ferential equations, these are very difficult to analyse due to their complexity and most of the time obtaining an analytical

solution is impossible [1] . As a result, flow systems are typically studied numerically using computational fluid dynamics

(CFD) methods; examples include bluff body flows [2] , forced convection heat transfer [3] and non-Newtonian flows [4] . 

Flow control strategies have been investigated for many years to manipulate fluid flow and change its behaviour to

control relevant variables such as vorticity, lift, drag, transition, separation and so on [5] . Analysing the fluid flow around

aerofoils is one of the important problems in fluid mechanics. One sample problem of interest is to control the separation

on aerofoils, which is the breakaway or detachment of fluid from a solid surface. Studies about this topic include Liang et al.

[6] who used two types of plasma aerodynamic actuation excited by microsecond discharge and nanosecond discharge and

Greenblatt and Wygnanski [7] who proposed an experimental method of periodic hydrodynamic excitation to control the

separation. Another significant problem is the analysis and manipulation of the lift and drag forces which are formed due to

the geometry of the aerofoil and physical behaviour of the fluid flow around it [8] . In fixed wing aerial vehicles, the flight
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depends on the lift force which increases along with propulsion; however, high propulsion brings higher drag force [9] . To

obtain more efficient flight, it is needed to overcome this trade-off. Achieving enough lift force to practice flight with less

propulsion and drag force is an active field of research. Effort s towards increasing lift include Lee et al. [10] who proposed

a multi-disciplinary design methodology and achieved a significant lift enhancement using micro-scale devices for turbine

blades; Bai et al. [11] who used a flow deflector which can suppress the flow separation, delay the stall, and enhance the

lift; Colonius et al. [12] who developed a method to control of the angle of attack of an aerofoil to enhance lift force;

and Shojaefard et al. [13] who managed to increase the lift coefficient of an aerofoil with the help of blowing and suction.

Enhancements through drag reduction have also received considerable research attention; studies in this direction include

the work by Allan et al. [14] who used oscillatory flow excitation for the control of a generic model of an aerofoil, He et al.

[15] who examined computational methods for active control and drag optimization of the incompressible viscous flow past

cylinder, and Pastoor et al. [16] who investigated strategies for an elongated D-shaped body. 

The goal of this study is to reduce the drag to lift ratio for aerofoils using active flow control based on nonlinear dynam-

ical models obtained through system identification. A systematic methodology is developed and illustrated by case studies

involving three commonly used aerofoils. This work complements the previous efforts of our research group on flow mod-

elling [17,18] , simulation [19,20] and control [21–23] , while being unique in the sense that a systematic nonlinear modelling

and control method for the flow around an aerofoil system based on unsteady incompressible flow data is developed and

shown to yield successful results. The rest of this paper is organized as follows: Section 2 presents the problem description,

Section 3 outlines the methodology, Section 4 discusses the results and Section 5 presents the conclusions. 

2. Problem description 

An aerofoil is the shape of an aircraft wing as seen in cross section. Fig. 1 shows the four main forces of flight acting

on the aerofoil. The weight of the aircraft is directed downwards towards the earth. To achieve flight, the weight must be

overcome by the lift force generated by the motion of the airplane through the air. The wing deflects the air downward and

the opposite reaction pushes the wing up. The forward motion of the aircraft is attained by the thrust force generated by

the engines. As the aerofoil pushes the air out of its way, the air pushes back on the aerofoil generating a drag force. This

force is opposite to the motion direction and can be thought of as an aerodynamic friction. Wing structures are also used in

boats, submarines and ships where the idea is similar but the fluid is water instead of air. When used in watercraft, these

are often called hydrofoils . 

The main goal of this study is to design a feedback control system to reduce the drag to lift (D/L) ratio (in other words

to enhance the lift to drag (L/D) ratio) for flow over aerofoils using an actuator placed on the surface. To achieve this goal,

a systematic method which consists of obtaining a nonlinear dynamical model by using system identification technique and

designing a feedback controller system for the model is carried out for NACA 23012, ag13 and b737a aerofoils. The mesh

structures constructed to be used for the computational fluid dynamics (CFD) simulations of these aerofoils are shown in

Fig. 2 , together with the points through which the actuators will be injecting or sucking fluid as necessary. The fluid flow is

governed by the incompressible Navier–Stokes partial differential equations (PDEs) 

ρ

(
∂q 

∂t 
+ ( q · ∇ ) q 

)
= −∇ p + μ ∇ 

2 q 

∇ · q = 0 (1) 

where ρ ∈ R + is the density of the fluid, μ ∈ R + is the dynamic viscosity of the fluid, p( x, y, t ) ∈ R is the pressure

and q ( x, y, t ) = ( U( x, y, t ) , V ( x, y, t ) ) ∈ R 

2 is the flow velocity with u and v being the components in the streamwise and
Fig. 1. Forces of flight on an aerofoil moving through a fluid [24] . The aim is to increase lift (L) and decrease drag (D), i.e. reduce the D/L ratio, using a 

small actuator placed on the surface. 
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11183 Nodes, 21231 Triangles 4933 Nodes, 9397 Triangles 2540 Nodes, 4852 Triangles

Fig. 2. The mesh used for CFD simulations of the NACA 23012 (left), ag13 (centre) and b737a (right) aerofoils. Also shown as the red arrow is the location 

and direction of actuation. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

transverse directions. ∇ is the del operator denoting directional derivative ( q · ∇ ) q , gradient ∇ p , Laplacian ∇ 

2 q and diver-

gence ∇ · q of the relevant flow variables. In two dimensions, Eq. (1) can be expanded as 

ρ

(
∂U 

∂t 
+ U 

∂U 

∂x 
+ V 

∂U 

∂y 

)
= −∂ p 

∂x 
+ μ

(
∂ 2 U 

∂ x 2 
+ 

∂ 2 U 

∂ y 2 

)

ρ

(
∂V 

∂t 
+ U 

∂V 

∂x 
+ V 

∂V 

∂y 

)
= −∂ p 

∂y 
+ μ

(
∂ 2 V 

∂ x 2 
+ 

∂ 2 V 

∂ y 2 

)

∂U 

∂x 
+ 

∂V 

∂y 
= 0 . (2)

The Navier–Stokes PDEs are solved using Navier2d, a CFD tool for MATLAB [25] . We have significantly modified and

extended this program to accommodate our needs for the study in this paper; these modifications will be described in

detail in the upcoming sections. 

The boundary conditions and parameters used for the CFD simulations are as follows [26] : The flow domain is � =
[ −1 m , 2 m ] × [ −2 m , 2 m ] , with an airfoil whose leading edge is placed at the origin (0, 0). The fluid is of density ρ =
998 . 2 kg / m 

3 and dynamic viscosity μ = 1 . 002 × 10 −3 kg / m . s and it flows into the flow domain from the left boundary at

a velocity of 1 m/s, i.e. U = 1 m / s and V = 0 m / s , where U and V denote the streamwise and transverse components of the

flow velocity respectively. The top and bottom boundaries are assumed free-slip, i.e. dU 
dn 

= 0 and V = 0 on these boundaries,

where n is the normal direction to the boundary. The fluid is assumed to exit the flow domain at constant pressure from

the right boundary. The airfoils are assigned no-slip boundary conditions, i.e. U = V = 0 on the surface. Actuators placed on

the upper surfaces of the aerofoils are capable of blowing or sucking fluid in a direction normal to the surface, as shown in

Fig. 2 . The sites of the actuators were determined empirically by performing numerous CFD simulations and selecting the

locations where the lift and drag forces are affected the most. 

3. Methodology 

3.1. CFD simulations for generating input–output data 

The first step is to perform CFD simulations of the flow using Navier2d to collect data to be used later in system iden-

tification. For this purpose we need to determine the input and output for the problem. For the actuation input we select

a small number of nodes on the top surface of the aerofoils ( Fig. 2 ) from where some fluid can be injected or sucked.

Since our goal is to reduce the D/L value, we choose the lift and drag coefficients as measurements. Normally Navier2d does

allow for defining such input output signals; hence we had to extend the program to include such a capability. We also

implemented a data logger that records these input/output values at every time step of the simulation. 

To excite the system sufficiently and reveal enough of the underlying dynamics, it is common practice in system identifi-

cation to apply a signal that contains a variety of frequencies. For this purpose we use a chirp signal of unit magnitude and
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Fig. 3. CFD simulation snapshots for NACA 23012 (top left), ag13 (top right) and b373a (bottom) aerofoils. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

duration of 50 s, where the frequency varies from 0.1 Hz to 1 Hz for the first 25 s and then goes from 1 Hz back to 0.1 Hz for

the next 25 s. Selected snapshots from the CFD simulations of the NACA 23012, ag13 and b737a aerofoils are shown in Fig.

3 . The figure only shows the total velocities as an example but a large set of data is generated and logged, which includes

streamwise and transverse velocities, pressure, vorticity, forces acting of the aerofoils, lift and drag values and so on. 

The input–output data resulting from CFD simulations for NACA 23012, ag13 and b737a aerofoils are shown in Figs. 4 ,

5 and 6 respectively. In the figures one can see that the input and output signals are partitioned into two parts, shown in

different colours. The first 25 s of the data is the estimation data and will be used for building the dynamical model using

system identification. The last 25 s of the data is the validation data which is not used in identification and is reserved for

verifying the results of system identification. 

The next step is to perform system identification on this input–output data to obtain the dynamical model of the flow

process. 

3.2. System identification for obtaining dynamical models 

Once the input–output data is obtained we identify a Hammerstein–Wiener (HW) type nonlinear model to represent the

flow behaviour. This modelling approach is based on the supposition that if the output of the system depends nonlinearly

on its inputs, it is possible to decompose the input–output relation into two or more interconnected elements [27,28] . Sub-

stantial research has been devoted to the identification of HW models and controller design on systems represented by HW

systems since these models can accurately represent many real-life engineering processes [29,30] . The Hammerstein–Wiener

model consists of three serial blocks: an input nonlinearity f , a linear system block G and an output nonlinearity function h .

The block diagram of a HW model is illustrated in Fig. 7 . The input–output relationship of a HW model is denoted in

operator notation as 

y = h ( G ( f ( u ) ) ) . (3) 
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Fig. 4. Chirp signal input ( u 1) and the resulting measured output ( y 1) for NACA 23012 obtained from CFD simulations. 
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Fig. 5. Chirp signal input ( u 1) and the resulting measured output ( y 1) for ag13 obtained from CFD simulations. 

 

 

 

 

 

 

 

 

 

 

While most system identification packages, including MATLAB System Identification Toolbox used in this study, are ca-

pable of building HW models with quite general input/output nonlinearity functions, the control of these models often

becomes problematic or even impossible if the nonlinearities are of high degree and are noninvertible. We therefore impose

additional restrictions on the identification process to benefit the controller design in the succeeding sections. The nonlin-

earities are constrained to be invertible polynomials of at most degree two on the domain of interest which is assumed to

be [ −10 , 10 ] for the input and [0, 1] for the output, based on the physical properties of the system and CFD simulations. To

elaborate, the input nonlinearity f is of the form 

f ( u ) = α2 u 

2 + α1 u + α0 (4)

where α2 , α1 , α0 ∈ R . The function has a single extremum point at u = −α1 / ( 2 α2 ) . To assure invertability in [ −10 , 10 ] ,

this point must lie outside the domain of interest, i.e. 

− α1 

2 α2 

≤ −10 − α1 

2 α2 

≥ 10 . (5)

Equivalently ∣∣∣ α1 

2 α2 

∣∣∣ ≥ 10 ⇔ 

α2 
1 

2 

2 α2 
≥ 10 

2 (6)

2 
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Fig. 6. Chirp signal input ( u 1) and the resulting measured output ( y 1) for b737a obtained from CFD simulations. 
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Fig. 7. Block diagram of Hammerstein–Wiener (HW) model. 

 

 

which implies 

α2 
1 − 400 α2 

2 ≥ 0 . (7) 

Similarly the output nonlinearity h is of the form 

h ( x ) = β2 x 
2 + β1 x + β0 (8) 

where β2 , β1 , β0 ∈ R . The function has a single extremum point at x = −β/ ( 2 β2 ) . To assure invertability in [0, 1], this

point must lie outside the domain of interest, i.e. 

− β1 

2 β2 

≤ 0 − β1 

2 β2 

≥ 1 (9) 

Equivalently ∣∣∣∣− β1 

2 β2 

− 0 . 5 

∣∣∣∣ ≥ 0 . 5 ⇔ 

(
− β1 

2 β2 

− 0 . 5 

)2 

≥ 0 . 5 

2 (10) 

( −β1 − β2 ) 
2 

2 

2 β2 
2 

≥ 0 . 25 ⇔ ( β1 + β2 ) 
2 ≥ β2 

2 (11) 

which implies 

β2 
1 + 2 β1 β2 ≥ 0 . (12) 

For the linear part, a fourth order transfer function is utilized 

G ( s ) = 

X ( s ) 

W ( s ) 
= 

b 4 s 
4 + b 3 s 

3 + b 2 s 
2 + b 1 s + b 0 

a 4 s 4 + a 3 s 3 + a 2 s 2 + a 1 s + a 0 
(13) 

where a 4 , a 3 , a 1 , a 0 , b 4 , b 3 , b 2 , b 1 , b 0 ∈ R . The cost function J to be minimized for estimation is defined as the integral squared

error (ISE) 

J ( p ) = 

∫ t end 

t 

e 2 ( τ ) dτ (14) 

start 
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where 

p = [ a 4 a 3 a 2 a 1 a 0 b 4 b 3 b 2 b 1 b 0 α2 α1 α0 β2 β1 β0 ] 
T . (15)

is the parameter vector, [ t start , t end ] = [ 0 , 25 ] is the estimation data interval, 

e ( t ) = y data ( t ) − y model ( t ) (16)

is the error between the estimation data ( y data ) and the output of the HW model expressed as 

y model = h ( G ( f ( u data ) ) ) . 

The HW model estimation procedure can therefore be written as a nonlinear constrained optimization problem in stan-

dard form 

min 

p 
J ( p ) s . t . c 1 ( p ) ≥ 0 and c 2 ( p ) ≥ 0 (17)

where J is as in ( 14 ) and the inequality constraints are written from ( 7 ) and ( 12 ) as 

c 1 ( p ) = α2 
1 − 400 α2 

2 (18)

c 2 ( p ) = β2 
1 + 2 β1 β2 . (19)

To solve the problem ( 17 ), a fast and efficient nonlinear programming method, namely Sequential Quadratic Programming

(SQP), is employed [31,32] . For this purpose a Quadratic Programming (QP) subproblem based on a quadratic approximation

of the Lagrangian function is formulated 

L ( p, σ1 , σ2 ) = J ( p ) − σ1 c 1 ( p ) − σ c 2 ( p ) (20)

where σ 1 and σ 2 are Lagrange multipliers. At an iterate p k , the SQP algorithm defines an appropriate search direction d k as

a solution to the QP subproblem 

min 

d 

1 

2 

d T ∇ 

2 L 

(
p k , σ1 ,k , σ2 ,k 

)
d + ∇J ( p k ) 

T d (21)

subject to 

∇ c 1 ( p k ) 
T d + c 1 ( p k ) = 0 , ∇ c 2 ( p k ) 

T d + c 2 ( p k ) = 0 . (22)

The subproblem is in standard QP form hence it can be tackled with any QP algorithm readily available in many numer-

ical solver packages [33] . The solution d k to this problem is utilized to form a new iterate 

p k +1 = p k + αk d k (23)

where the step length αk is obtained by an appropriate line search procedure so that an adequate decrease in the following

merit function is obtained 

	( p ) = J ( p ) + r 1 c 1 ( p ) + r 2 c 2 ( p ) . (24)

The penalty parameters r 1 and r 2 are positive constants. 

Using the procedure described above, the input nonlinearity function obtained from system identification for NACA 23012

is 

y = −0 . 0314 x 2 + 0 . 9650 x − 0 . 0385 (25)

and the output nonlinearity function is 

y = 0 . 0162 x 2 + 0 . 0928 x − 0 . 0337 . (26)

The input and output nonlinearity functions for ag13 aerofoil are respectively 

y = 0 . 0368 x 2 + 1 . 0144 x − 0 . 0048 (27)

y = 0 . 0615 x 2 + 0 . 0429 x − 0 . 0018 . (28)

The input and output nonlinearity functions for ag13 aerofoil are respectively 

y = x (29)

y = x. (30)

The last two equations denote simply that the best Hammerstein–Wiener model for the flow over b737a aerofoil is

indeed a purely linear one. These nonlinearity functions given above are plotted in Figs. 8–10 from where one can also

confirm that they are invertible on the domains of interest. 
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Fig. 8. Input and output nonlinearity functions for the Hammerstein–Wiener (HW) model of the NACA 23012 aerofoil. 
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Fig. 9. Input and output nonlinearity functions for the Hammerstein–Wiener (HW) model of the ag13 aerofoil. 
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Fig. 10. Input and output nonlinearity functions for the Hammerstein–Wiener (HW) model of the b737a aerofoil. 

 

 

 

 

 

The identified linear blocks of the HW models for NACA 23012, ag13 and b737a aerofoils are listed below respectively. 

G ( s ) = 

9 . 419 s 2 + 355 s + 1532 

s 3 + 4 . 779 s 2 + 164 s + 613 . 4 

(31) 

G ( s ) = 

11 . 58 s 3 + 170 . 2 s 2 + 5988 s + 3 . 271 10 

4 

s 4 + 1 . 429 s 3 + 782 . 4 s 2 + 596 . 1 s + 1 . 397 10 

5 
(32) 

G ( s ) = 

2 . 689 s 2 + 39 . 57 s + 28 . 89 

s 3 + 5 . 838 s 2 + 197 . 7 s + 191 . 3 

(33) 

Finally Figs. 11–13 show the full range of the measured data obtained from CFD simulations (denoted as measured output )

compared to the simulated output produced by the HW models (denoted as simulated output ). It can be observed from

the figures that the Hammerstein–Wiener model adequately captures the general trend of the flow process in terms of

predicting the effect of actuation on the D/L ratio. There are certainly some deviations and regions of mismatch, but this

is to be expected since a perfect match between a simple low-order dynamical ordinary differential equation (ODE) model

and the complicated infinite order Navier–Stokes (NS) partial differential equations (PDEs) would be unrealistic. 
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3.3. Controller design 

The next step is to design controllers for the nonlinear Hammerstein–Wiener models obtained in the previous section

to regulate the system output, i.e. the drag to lift (D/L) ratio. Because the input and output nonlinearity functions are con-

structed to be invertible, the controller design can first be carried out on the linear part using standard linear control

theoretic approaches, and then the inputs and outputs can be mapped bijectively to the nonlinear HW model [34] . Nu-

merous standard and automated design methods exist for obtaining the controller C ( s ) on the linear part of the model

such as Ziegler–Nichols PID tuning technique, internal model control (IMC), linear quadratic Gaussian (LQG) synthesis and

optimization-based approaches. For the current problem, various compensators of different orders were constructed and

tested using these methods with the help of MATLAB Control Systems Toolbox. The best results were obtained using Ziegler–

Nichols PID tuning method [35] which resulted in the controllers 

C ( s ) = 

0 . 0011654 ( s + 34 . 42 ) 
(34)
s 
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Fig. 13. Simulated and measured outputs for b737a. 
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for the NACA 23012 aerofoil, 

C ( s ) = 

0 . 084738 ( s + 14 . 31 ) 

s 
(35) 

for the ag13airfoil, and 

C ( s ) = 

0 . 085442 ( s + 16 . 44 ) 

s 
(36) 

for the b737a aerofoil. The closed-loop step responses and controller effort s f or the linear blocks are shown in Figs. 14–

16 . It can be observed that the controllers successfully achieve the desired tracking with reasonable speed and damping

characteristics while keeping the control effort within workable limits. 

3.4. Integrating the controller to the simulation 

In order to achieve closed-loop simulations, the controllers designed need to be integrated into the Navier2d CFD solver.

This integration is carried out by embedding the controller designed into Simulink, which is the block simulation environ-

ment of MATLAB. The Simulink model also carries out the inversion of the nonlinearity functions of the HW model and the

interfacing with Navier2d, as shown in Fig. 17. 

During every simulation step, the Simulink model gathers the measured output computed by the CFD solver Navier2D

(denoted measureNow ) and passes this value through the inverse output nonlinearity block to the output of the linear model
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Fig. 15. Step response (top) and control effort (bottom) for ag13. 
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Fig. 16. Step response (top) and control effort (bottom) for b737a. 

Fig. 17. Simulink block diagram for carrying out the closed loop simulations. 

 

 

 

 

 

 

 

 

 

 

 

corresponding to this measured value. This value is then compared with the desired output value to obtain the error; the

desired value is typically set to zero since the goal is to make the D/L value as small as possible. This error is then fed to

the controller, which produces the input signal that needs to be applied to the linear block of the model. This value is then

mapped to the input of the nonlinear HW model through the inverse input nonlinearity block. The result is the value of

actuation to be applied to the flow process, which is then sent to the CFD solver through a workspace variable (denoted

inputNow ). These steps are repeated for every iteration of the CFD simulation. 

4. Results 

To test the modelling and control approach, closed-loop CFD simulations were run for the NACA 23012, ag13, and b737a

geometries. The simulations are run unactuated without the controller until the transients decay and the flow settles, after

which the controller is switched on. The first result, which is D/L vs. time for NACA 23012, can be investigated in Fig. 18 .

Until t = 250 s , the simulation is performed under no control in order to observe the D/L ratio in steady state. At t = 250 s ,

the feedback controller switches on. The reduction of D/L value can be observed from the figure. A similar closed-loop

simulation is carried out for the ag13 and b737a aerofoils, and the result is shown in Figs. 19 and 20 respectively. One can

again observe that the D/L ratio is reduced significantly. 
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Fig. 18. Closed-loop simulation results for NACA 23012. Controller is switched on at t = 250s . 
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Fig. 19. Closed-loop simulation results for ag13. Controller is switched on at t = 250s . 
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Fig. 20. Closed-loop simulation results for b737a. Controller is switched on at t = 50s . 
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Fig. 21. Closed-loop control effort for NACA 23012. Controller is switched on at t = 250s . 
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Fig. 22. Closed-loop control effort for ag13. Controller is switched on at t = 250s . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

It may be remarked for all cases that although the reference values to the closed-loop system are set to zero, it can

be seen from the figures that the D/L ratio never reaches zero as this would imply zero drag and/or infinite lift, which is

practically impossible. Providing zero to the reference value simply instructs the closed-loop system to render the output

value as small as possible. 

As an additional analysis, the control input levels for the NACA 23012, ag13 and b737a aerofoils are provided in Figs. 21 ,

22 and 23 respectively. It can be seen from the figures that the control input values are of the same order of magnitude

with the mean flow and do not exceed unit value, which strengthens the physical meaningfulness of the procedure. 

5. Conclusions and future works 

In this study the nonlinear modelling and feedback control of the drag to lift (D/L) ratio for three aerofoils was studied.

Input–output data collected by means of computational fluid dynamics (CFD) simulations was used in system identification

to construct a Hammerstein–Wiener type nonlinear model for the flow process. A special restriction was imposed during

identification so that the input–output nonlinearity functions of the HW model are designed to be invertible over the do-

main of interest. This property was exploited during control design by first designing controllers for the linear block of the

HW model, and then mapping the inputs and outputs to the nonlinear model through the inverse functions of the nonlin-

earities. CFD simulations for the closed-loop system demonstrated that the controller efficiently suppresses D/L ratio to a

significant fraction of the uncontrolled scenario. 

In light of the promising results obtained in this paper, our future works include applying the proposed method to a

broader range of aerofoils from turbulent, laminar and natural laminar families, as well as experimenting with different
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Fig. 23. Closed-loop control effort for b737a. Controller is switched on at t = 50s . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

speed regimes, varying angle of attack and compressible flows. We also plan on testing the proposed technique on an actual

experimental setup and comparing the results with those obtained in this paper. 
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