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This paper focuses on the utilization of numerical modeling and simulation to improve the

performance of a theoretically designed stand-alone photovoltaic (PV) system with con-

stant DC voltage. A theoretically designed system based on standard methods found in the

literature is modeled and simulated numerically. This system reveals some unexpected

behavior when it is subjected to certain irradiation, temperature and load changes. This

behavior is due to the parameters and dynamics of real circuit elements not taken into

account by the design. It is also problematic that one cannot use conventional linearization

methods to model the system and design the controller because the system contains large

nonlinearities caused by elements such as DC/DC switching converters driven by pulse

width modulation (PWM). This requires the use of an alternate technique based on the use

of simulated input/output data to determine an operating point around which a linear

system model is derivable. The controllers for the PV system are redesigned using these

models, and the closed-loop system is simulated with variable temperature, irradiation

and load levels. Upon evaluating the system performance reveals that the redesigned

control system is capable of operating the PV panel at its maximum power point under

different atmospheric and load conditions and can provide a constant DC voltage to the

critical load while charging the battery with the extra power from the panel.

© 2016 Hydrogen Energy Publications LLC. Published by Elsevier Ltd. All rights reserved.
Introduction

Traditional energy resources are expected to deplete in the

near future and cannot support an increasing population and

increasing industrialization. The gap between production and

energy consumption is increasing continuously [1]. Additional
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environmental issues arising from the production and con-

sumption of traditional energy resources have increased the

interest in renewable energy sources worldwide.

Solar energy is one of the most popular renewable energy

sources due to its low operational cost, long lifecycle and

unlimited supply. There are many additional advantages of

solar energy utilization: there are no moving parts, no fuels
.
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emitted during operation, it is suitable for stand-alone oper-

ation, installation is easy, a system can withstand severe

weather conditions and maintenance is infrequent [2]. More-

over, the environmental impact of solar energy is less than

that of traditional energy sources, and solar energy technol-

ogy is constantly improving [3]. In the current literature, there

is much research on solar energy systems, including solar

water pumping systems [4], power electronic interfaces [5]

and grid-connected PV systems [6]. These PV research and

development activities have increased the demand for solar

energy, with an average increase of 20e25% each year in the

last 20 years [7,8]. The most important factors contributing to

the increase in demand are production technology improve-

ments which have resulted in reduced production costs and

an increase in solar cell efficiency.

Load profile and atmospheric conditions affect the

amount of solar power obtained from PV panels [9,10]. An

increase in solar radiation increases the output current of the

panel whereas an increase of the outside temperature de-

creases the voltage at the panel terminals. Consequently, the

maximum power that can be obtained from the PV panel

depends on the atmospheric conditions. In the literature,

several maximum power point tracking (MPPT) methods can

be found that, depending on load profile and atmospheric

conditions, can be used to operate a PV panel at its maximum

power point [10e15]. Among these, Perturb & Observe (P&O)

and Incremental Conductance (IC) are the most commonly

used algorithms. Through the use of maximum power point

tracking algorithms, higher power output can be achieved

with fewer PV panels and lower cost PV systems [16]. Other

than MPPT, inverters (for grid-connected or stand-alone AC

systems), DC/DC converters (buck, boost, buck-boost, Cúk,

SEPIC etc.) and electric batteries (lead acid/lithium-ion) can

be used to improve panel efficiency and output voltage

regulation [17].

Several works in the literature can be found regarding the

design of stand-alone PV systems including research on

hybrid systems [18e25], approaches to alternative controller

designs [26e28] and improvement strategies based on sys-

tem reconfiguration and optimization [29,30]. These studies

commonly employ empirical approaches to controller

design or use standardized models for the converters that

represent the system behavior between given input/output

ports. It is however possible that these standard models are

invalid when the system topology and operating conditions

are changed. Repeating analytical derivations for every such

change is cumbersome and time consuming. Some config-

urations can also be numerically ill-conditioned, leading to

the typical linearization methods to fail. Moreover, in a

complex system with many controllers, the modelling and

design procedure needs to be repeated from the input/

output perspective of each controller. Therefore a numerical

approach to capable of producing mathematical models of

the system between any given input/output points and

control design based on these models would be greatly

beneficial.

In this study, a commonly used PV system configuration

(e.g. Ref. [31]) is taken as a case study to introduce a data

based modelling and control design approach capable of

addressing the points mentioned above. Accurate numerical
models are used to observe the effects of realistic PV panel

models, DC/DC converters, battery types and controller type,

as well as different irradiation, temperature and load con-

ditions. The main challenge regarding controller design for

these systems is outlined. For a non-empirical systematic

controller design, one needs to obtain a mathematical model

describing the process, but standard linearization methods

fail to produce such a model because of switching effects

and nonlinearities. This is overcome by using simulated

input/output data to generate a point for desired operation

around which a linear model is obtained and used in

controller design to improve the performance of the original

empirically designed controllers. A comparison of the sys-

tems through numerical simulations shows notable im-

provements in output voltage regulation and battery

charging performance under varying atmospheric and load

characteristics.
Modeling and control design

For numerical modeling and simulations and to develop

control systems and test system-level performance, we use

the MATLAB numerical computing environment together

with its graphical programming environment, Simulink, along

with its various toolboxes, which provide component libraries

and analysis tools for modeling and simulating electrical

power systems. Each sub-system incorporating PV panels, DC/

DC converters, electric battery and load is modeled and

simulated as detailed in Section Numerical Realization in

MATLAB/Simulink. PV cell equivalent circuit equations is

utilized to model the PV panel, bidirectional DC/DC converter

(BDC) and unidirectional DC/DC converter (UDC) linearized

average state-space equations were used to model the con-

verter and design the controller, and a standard built-in bat-

tery model is used to model lead acid batteries.
System configuration

System configuration is based on a commonly used arrange-

ment in the literature [31], whose overall structure is given in

Fig. 1. A unidirectional boost converter between the solar

panels and load is used for MPPT control, and a bidirectional

boost converter between the battery and the load is used for

battery charging/discharging control.

The power flow within the system is categorized during

normal operation, PV/SOC regulation and PV/DC-link regula-

tion. For each regulation scenario, a control structure is

designed as given in Fig. 2. During normal operation, vpv-ref is

generated solely by the MPPT module, and the other two

loops, PI1 and PI2, remained idle. The unidirectional converter

ensures maximum power is delivered to the load and the

bidirectional converter provides the power balance. During

PV/SOC regulation, the PI1 loop ensures that the battery is not

charged beyond a maximum charge level by disturbing the

MPPT reference voltage. During PV/DC-link regulation, the PI2
loop ensures that the DC-link voltage is not increased beyond

a predefined limit also by disturbing the MPPT reference

voltage.
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Fig. 1 e PV system configuration. [31].
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Mathematical model

The linearized average state-space equations for the unidi-

rectional converter are given in Eqs. (1) and (2) and the line-

arized average state space equations for the bidirectional

boost converter are given in Eq. (3) and (4).

Lpv
diLpv
dt

¼ vpv þ Vdcd (1)

Cpv
dvpv

dt
¼ �iLpv þ

vpv

rpv
(2)

LB
diLB
dt

¼ �ð1� DÞvdc þ Vdcd (3)
MPPT

COMPARATOR
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Fig. 2 e PV system con
C
dvdc

dt
¼ ð1� DÞiLB � vdc

R
� Vdcd (4)

where Lpv is the inductor of the unidirectional converter, iLpv is

the input current of the unidirectional converter, vpv is the PV

panel terminal voltage, Vdc is the nominal DC-link voltage

across the load, rpv is the dynamic resistance of the PV array

around the operating point, d is the averaged control input, LB
is the inductor of the bidirectional converter, iLB is the inductor

current of the bidirectional converter, D is the duty cycle, C is

the combination of Cdc1 þ Cdc2 and R is the load resistance.

Transfer functions for the PI controllers are selected empiri-

cally, as described in Ref. [31] and as given in Eq. (5) to Eq. (10)

GPI�pv1 ¼ 0:5þ 250
1
s

(5)
PIpv-1 PIpv-2 PWMiLPV

PIB-1 PIB-2 PWM

İLPV

İLB

S2

S3

S1* +-

+-

Birectional Boost Converter Controller

erter Controller

trol structure. [31].
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GPI�pv2 ¼ 0:01þ 40
1
s

(6)

GPI�B1 ¼ 1þ 250
1
s

(7)

GPI�B2 ¼ 0:03þ 30
1
s

(8)

GPI�1 ¼ 30:000þ 100:000
1
s

(9)

GPI�2 ¼ 0:4þ 200
1
s

(10)

To operate PV panel at the maximum power point under

various temperature and solar radiation levels, maximum

power point tracking (MPPT) methods were utilized. For the

MPPT, there are several methods described in the literature

such as Perturb&Observe, Incremental Conductance, Current

Sweep and Constant Voltage. Our first attempt implemented

the Perturb & Observe (P&O) method because it is easy to

program and produces satisfactory results when the PV panel

power output is high enough. P&O algorithms make small

changes in the PV panel terminal voltage during each control

period and observe the change in the output power (DP). If

DP > 0, panel voltage is increased; if DP < 0 panel voltage is

decreased. In thismanner the panel is driven to themaximum

power point [32]. Unfortunately, after several tests, the P&O

method was deemed to be inappropriate for our system

because it has to work in winter at low irradiation levels and

temperatures. These factors cause the panels to have low

power output and a flatter PeV graph, which hinders the P&O

algorithm's ability to find themaximum power point. Another

drawbackwith P&O is that the PV systemoscillates around the

required operating point DP ¼ 0 because the panel voltage is

perturbed during each MPPT control period. For these reasons

the Incremental Conductance (IC) method was utilized in the

final design. Under rapidly changing weather conditions, IC

yielded better results as expected from past studies in litera-

ture [33]. Under the IC method, the slope (dP/dV) of the panel

PeV graph is analyzed: dP/dV is zero at the maximum power

point, negative to the right of the maximum power point, and

positive to the left of the maximum power point.
Numerical realization in MATLAB/Simulink

The PV panel model for our study has to include variable

irradiation and temperature inputs. As described in Refs. [34],

taking into account the effects of temperature and irradiation

on solar cell output current, PV array output current can be

calculated as follows

Ipv ¼ NpIph �NpIs

�
e
qðVþIpvRsÞ

aKT

�
� 1
Rp

�
V
Ns

þ IpvRs

Np

�
(11)

where Rs is the series resistance of the cell model, Rp is the

shunt resistance of the cell model, Iph is the light generated

current, Is is the reverse saturation current of the diode, q is

the electron charge, a is the diode ideality factor, T is the cell

temperature in degrees Kelvin, Ns is the number of solar cells
connected in series and Np is the number of solar panels

connected in parallel in the array.

A PV array model that takes into account variable irradia-

tion and temperature was developed according to Eq. (11) and

developed in the Simulink environment, as shown in Fig. 3.

DC/DC converters are modeled as shown in Fig. 4 with

MOSFET on resistances of 0:22 U, internal diode resistances

0:001 U, internal diode forward voltage 1:2 V and a snubber

resistance 10 kU. The values for the other elements in the

converters are Lpv ¼ 550 mH, Cdc1 ¼ 1200 mF, LB ¼ 880 mH and

Cdc2 ¼ 1200 mF. A unidirectional boost converter is utilized for

the MPPT operation and to step up the voltage from the PV

panel to a constant 400 VDC. A bidirectional boost converter is

utilized to charge and discharge the lead-acid battery and to

step up the voltage from the 192 VDC battery voltage to the 400

VDC required during battery discharge.

A battery model based on [35e37] is utilized to model the

lead acid battery and a control system with a nominal voltage

of 192 V, rated capacity of 32 Ah and an initial 50% charge

state, which is consistent with standard implementations in

the literature [31]. To obtain the maximum power from the PV

panel, an MPPT controller utilizing the IC algorithm is built

using the Stateflow environment in MATLAB/Simulink, where

the decision logic is easily implemented using state transi-

tions within a flow chart.

The final model of the whole system ready for numerical

simulation in MATLAB/Simulink is given in Fig. 5. The inside

of the control system (orange (in the web version) block in the

bottom right of Fig. 5) is shown in Fig. 6.
Controller redesign

Numerical simulation of the overall system is performed

under the real environmental conditions for a sunny day and a

cloudy day for Ankara, Turkey. Real irradiation data are ob-

tained from the free online SoDa (Solar Radiation Data) data-

base, and the real temperature values are obtained from the

PVGIS (Photovoltaic Geographical Information System) data-

base. The irradiation data resolution is 1 min, and the tem-

perature data resolution is 15 min. Irradiation, temperature

and load changes used during simulations are given in Figs.

7e9, respectively.

Since ambient temperature data given in Fig. 8 cannot be

utilized directly as an input to the PV panel simulation given

in Fig. 3, cell temperature estimation method given in Eq. (12)

is utilized for such calculation [38].

Tcell ¼ Tamb þ
�
NOCT� 20

80

�
S (12)

where Tcell is the PV panel's surface temperature (�C), Tamb is

the ambient temperature (�C), NOCT is the nominal operating

cell temperature of the PV panel (�C) in an external environ-

ment of 80 mW/cm2 irradiance, 20 �C ambient temperature

and 1 m/s wind velocity and S is the ambient insolation (mW/

cm2).

Typical values of NOCT range from about 48 �C to 60 �C
depending the type of PV arrays, ground-mounted or roof-

mounted [38]. NOCT for the ground-mounted Sanyo HIP-

200BA3 200 W panel is 44.2 �C according to its datasheet.

http://dx.doi.org/10.1016/j.ijhydene.2016.05.149
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Fig. 3 e MATLAB/Simulink model of the PV array.

Fig. 4 e DC/DC converter models of the PV system.

Fig. 5 e MATLAB/Simulink model of the whole PV system.
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Fig. 6 e MATLAB/Simulink model of the control system.

Fig. 8 e Ankara daily ambient temperature data in sunny

and cloudy weather.

Fig. 7 e Ankara daily global irradiation data in sunny and

cloudy weather.

Fig. 9 e Load change from 500 U (maximum) to 111 U

(minimum).
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The PV system was simulated under sunny and cloudy

weather conditions against the load change given in Fig. 9. The

results obtained are given in Figs. 10 and 11. In cloudyweather

conditions, the power from the sun was not enough to both

supply sufficient current to the load and charge the battery.

This does not affect the DC-link and the theoretically designed

controllers (PIPV-1 and PIPV-2) are able to provide constant DC

voltage to the load, as shown in Fig. 11. However, in sunny

weather conditions, there is enough power to both supply
sufficient current to the load and charge the battery with the

excess power, and the DC-link is derogated. The theoretically

designed PI controllers cannot adapt to the derogation, and

there are 300 Vp-p voltage fluctuations on the load and 13 Ap-p

current fluctuations of the battery charge current. These

fluctuations can affect the critical load, health of the lead-acid

and battery lifetime, which necessitated the redesign of the

DC-link controllers.

There are many studies on PV system design in the litera-

ture based on the implementation of models, either numeri-

cally or experimentally, after which the controllers (usually PI

controllers) are tuned empirically by trial-and-error to achieve

acceptable performance [18e30]. However, this makes it

difficult to judge the stability and robustness of the system so

determining whether the controller will work under real

conditions other than those under which it was designed is

difficult. The main obstacle preventing a methodological

design is the difficulty of obtaining simple analytical models

onwhich the control design can take place. This is because the

system contains switching behavior and large nonlinearities,

which, unless a proper operating point is found, often result in

http://dx.doi.org/10.1016/j.ijhydene.2016.05.149
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Fig. 10 e Standard system performance on a sunny day in Ankara.

Fig. 11 e Standard system performance on a cloudy day in Ankara.
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a nonlinearizable system. Without the use of advanced nu-

merical tools to search for this point, this is not an easy task.

This may explain why this direction has remained relatively

unexplored in literature.

In our case, because there are two-level and three-level

cascaded controllers as well as PWM driven switches in the

system, it is difficult to theoretically find an accurate design

for the controllers due to the nonlinear nature of the system.
In addition, each converter's controller dynamics are inter-

dependent and these dynamics are changing with environ-

mental conditions and critical load value. Therefore, it was

important to design the controllers such that they could

handle all known and unknown system dynamics.

Amain difficulty in the systematic redesign of the PIB-1 and

PIB-2 controllers responsible for DC-link control is that due to

high-nonlinearities, standard linear modeling attempts fail

http://dx.doi.org/10.1016/j.ijhydene.2016.05.149
http://dx.doi.org/10.1016/j.ijhydene.2016.05.149


Fig. 13 e LQG controller with integral action and Kalman

filter.
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with the linearized system being identically zero. We there-

fore employed an alternative linearization approach based on

bringing the system to a typical operating point using the

system input and then providing a step change around this

point. The data from this step change are used in the linear-

ization procedure.1

Identification data and the identified plant responses are

shown in Fig. 12.

Among the variousmodel formats available for data fit, the

ones that seem to fit the best to the input/output system data
Fig. 12 e Identification data (green) and the identified plant response (blue) used in the controller design for the PIB-1 (left)

and PIB-2 (right) subsystems. Tw, Tz and z Adjustors are related to the graphical fine tuning of the fit with an underdamped

pair plant structure. (For interpretation of the references to colour in this figure legend, the reader is referred to the web

version of this article.)
are the first and second order systems of the forms given in

Eqs. (13) and (14).

GPlantB�1
¼ 27:526ð1þ 0:142sÞ

0:004s2 þ 0:0311s þ 1
(13)

GPlantB�2
¼ 44:657

6:87 x 10�5 s2 þ 0:0124sþ 1
(14)

These models denote two local linearized models around

the operating point, as seen from the terminals of the

respective controllers to be designed. Since we have obtained

mathematical models of the system, we are no longer

restricted to empirical PI controllers typical to many applica-

tions and we may investigate alternate strategies. As an

example we build a Kalman-filter based optimal state

controller, i.e. a Linear Quadratic-Gaussian (LQG) servo-

controller [39,40]. Each of the plants in (13) and (14) can be

expressed in an equivalent state-space representation as

follows
1 In MATLAB/Simulink, this can be carried out by making the
following selections from the menu: Plant / Identify New
Plant / Plant Identification / Get I/O Data / Simulate
Data / Simulate I/O Data.
dx
dt

¼ Axþ Buþw

y ¼ Cxþ Duþ v

(15)

where x is the state vector, u is the plant input, y is the plant

output,w is the process noise, v is themeasurement noise and

A; B; C; D are the state-space form matrices. LQG controller

design minimizes the following cost function J

J ¼ E

8<
: lim

t/∞

1
t

Zt

0

xTQxþ uTRuþ xT
i Qixidt

9=
; (16)

where E denotes expected value, xi is the integral of the

reference tracking error of the output, and Q;R;Qi are weigh-

ing for the states, inputs and integral error. An optimal value

for a vector of gains denoted K is computed numerically to

construct the control law u ¼ K½x xi�T so that J is minimized.

Since the states x of the system are not directly measured,

these are observed using a Kalman-filter, which produces an

estimate xe by minimizing

P ¼ lim
t/∞

E
n
ðx� xeÞðx� xeÞT

o
(17)

using covariance matrices Qn and Rn for the process and

measurement noises respectively. This filter is known to

http://dx.doi.org/10.1016/j.ijhydene.2016.05.149
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provide solid estimates for the state vector even under noises

and model/parametric uncertainties. The overall structure of

the controller is given in Fig. 13.

The LQG controllers designed for plants (13) and (14)

following the approach described above are

GLQGB�1
¼ 3641s2 þ 1:6x105sþ 1:36x106

s3 þ 1:09x104s2 þ 2:87x105s
(18)

GLQGB�2
¼ 5605s2 þ 8:73x105sþ 5:43x107

s3 þ 2:59x104s2 þ 2:18x107s
(19)
GðjuÞ ¼ GPlantB�1 ðjuÞGLQGB�1 ðjuÞ ¼
� u3 3:558� 106j � 1:819� 108 u2 þ u 2:434� 109j þ 9:362� 109

u5j þ 10922:0u4 � u33:723� 105j � 4:962� 106u2 þ u 7:181� 107j
:

An additional point is that standard designs (e.g., [31])

include an upper limit on theDC-link voltage, e.g. it should not

exceed 5% of Vdc-ref, but may not include a lower limit. This

may be a handicap for the current objective of maintaining a

constant DC-link voltage across a critical load. Therefore, the
RefGðjuÞg ¼ � 4:006� 1021u7 þ 7:431� 1026u5 þ 1:766� 1029u3 � 1:445e32 u

1:126� 1015u9 þ 1:335� 1023u7 þ 3:424� 1025u5 � 3:249� 108u3 þ 5:806� 1030u
control system designwasmodified to include both upper and

lower limits for the DC-link voltage (±2.5% of the Vdc-ref) as

shown in Fig. 14. With this modification, DC-link regulation
ImfGðjuÞg ¼ � 4:354� 1025u6 þ 2:648� 1028 u4 � 5:037� 1030u2 þ 7:57� 1032

1:126� 1015u9 þ 1:335� 1023u7 þ 3:424� 1025u5 � 3:249� 1028u3 þ 5:806� 1030u
control (PI2 controller) does not have an effect when MPPT is

enabled.
Results

In this section, we first determine the stability margins of the

newly designed control loops using LQG method with integral

action. Next, we perform a steady-state analysis for reference

tracking. Then an investigation of the proposed architecture is

performed under load changes when the PV panel and battery

parameters contain uncertainties. Finally the system is tested

with real environmental data under load changes.
Stability margins

There are many different indicators of a system's robustness.

For sake of illustration we will compute the gain margin (GM)

and phase margin (PM) [42]. The formermeasures of howmuch
the loop gain is allowed to increase without making the sys-

tem unstable. The latter indicates howmuch phase lag can be

tolerated in the loop before instability occurs. Parameter var-

iations, uncertainties, noises and so on will perturb the

nominal model, resulting in gain/phase variations so a robust

systemmust be able to tolerate these to some extent. As a rule

of thumb, control engineers aim for at least a 6 dB gainmargin

and 45� phase margin. The higher these are, the more per-

turbations the system can stand.

For the first loop we have
This can be written in standard complex number form

GðjuÞ ¼ RefGðjuÞg þ jImfGðjuÞg
where
and
The gain margin by definition is

GM ¼ 1��G�jupc

���
where upc is the phase cross-over frequency, i.e. the frequency

at which

:G
�
jupc

� ¼ 180�:

The last equation requires that

ImfGðjuÞg ¼ 0:

It can be shown that the numerator of ImfGðjuÞg is never

zero, that is

4:354� 1025u6 þ 2:648� 1028 u4 � 5:037� 1030u2

þ 7:57� 1032 ¼ 0
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Fig. 14 e MATLAB/Simulink model of the modified control system.
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has no real-valued solution for u. This case is known as the

ideal case since it means that the phase can never become

180�. It is referred to as infinite gain margin denoted as

GM ¼ ∞:

The phase margin is defined as

PM ¼ 180� þ:G
�
jugc

�
where ugc is the gain cross-over frequency at which

��G�jugc

���2 ¼ 1:

we must therefore solve

jGðjuÞj2 ¼ NðjuÞ
DðjuÞ ¼ 1⇔NðjuÞ ¼ DðjuÞ

where NðjuÞ and DðjuÞ are the numerator and denominator of

jGðjuÞj2 with values

NðjuÞ ¼ 1:605� 1043u14 þ 1:902� 1051u12 þ 2:86� 1054u10

þ 5:239� 1056u8 � 3:844� 1059u6 þ 1:44� 1061u4

þ 1:326� 1064u2 þ 5:73� 1065;

DðjuÞ ¼ 1:268� 1030u18 þ 3:005� 1038u16 þ 1:781� 1046u14

þ 9:138� 1048u12 � 7:5� 1051u10 � 6:752� 1053u8

þ 1:453� 1057u6 � 3:773� 1059u4 þ 3:371� 1061u2:

Solving numerically for the positive real root yields

ugc ¼ 328:1386 rad=s:

Evaluating

G
�
jugc

� ¼ �0:0816� 0:9967j

which satisfies GðjugcÞ ¼ 1 and its angle can be computed as
:G
�
jugc

� ¼ �94:6790�:

Thus the phase margin is

PM ¼ 180� � 94:6790� ¼ 85:3210�:

An identical computation can be carried out for the second

loop with

GðjuÞ ¼ GPlantB�2
ðjuÞGLQGB�2

ðjuÞ:
For sake of simplicity we omit the intermediate steps of the

calculations, from where one obtains

upc ¼ 4724:6 rad=s

and

G
�
jupc

� ¼ �0:0062884 :

Therefore

GM ¼ 1
0:0062884

¼ 159:0219 ¼ 44:0291 dB:

For the phase margin one obtains

ugc ¼ 161:7419 rad=s

and

G
�
jugc

� ¼ �0:0014139� 0:9999j

which has
��GðjugcÞ

�� ¼ 1 and

:G
�
jugc

� ¼ �90:081�:

Thus the phase margin is

PM ¼ 180� � 90:081� ¼ 89:9190�:

It is clear that both gain margins are well above 6 dB, and
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phase margins are well above 45�, indicating very good

robustness properties. This statement will be further

confirmed with the uncertainty analysis in Section

Uncertainty Analysis.
Steady-state analysis

A steady-state analysis for reference tracking of the novel

control loops designed using LQG design with integral action

are computed in this section. Recall that the LQG control has

integral action (see Fig. 13) to eliminate steady-state errors.

Since neither the plants nor the controllers have any zeros at

the origin, this makes the compensated system Type 1,

meaning no steady state-error for step commands [42]. This is

also confirmed by the following analysis. The transfer func-

tion from reference to error is

EðsÞ
RðsÞ ¼

1
1þ GðsÞ

where GðsÞ is the loop transfer function. For the first control

loop we have
GðsÞ ¼ GPlantB�1
ðsÞGLQGB�1

ðsÞ ¼ 27:526ð1þ 0:142sÞ
0:004s2 þ 0:0311s þ 1

� 3641s2 þ 1:6� 105sþ 1:36� 106

s3 þ 1:09� 104s2 þ 2:87� 105s

¼ 3:558� 106 s3 þ 1:819� 108 s2 þ 2:434� 109 s þ 9:362� 109

s5 þ 1:092� 104 s4 þ 3:723� 105 s3 þ 4:962� 106 s2 þ 7:181� 107 s
,

From final value theorem (FVT)

ess ¼ lim
t/∞

eðtÞ ¼ lim
s/0

sEðsÞ ¼ lim
s/0

s
1þ GðsÞRðsÞ ¼ lim

s/0

s
1þ GðsÞ

1
s

¼ lim
s/0

1
1þ GðsÞ ¼

1
lim
s/0

GðsÞ ¼
1
Kp

where Kp ¼ lim
s/0

GðsÞ and we used the fact that RðsÞ ¼ 1
s for a

step command. Since clearly

Kv ¼ lim
s/0

GðsÞ ¼ ∞

this implies that

ess ¼ 0 :

The analysis can be carried out in an identical manner for

the second control loop with
GðsÞ ¼ GPlantB�2
ðsÞGLQGB�2

ðsÞ ¼ 3:643� 109 s2 þ 5:679� 1011 s þ 3:532� 1013

s5 þ 2:613� 104 s4 þ 2:638� 107 s3 þ 4:191� 109 s2 þ 3:178� 1011 s
to once again obtain ess ¼ 0. In summary there is no steady

state error for both control loops.

For ramp-type inputs RðsÞ ¼ 1
s2 so using FVT as above yields
ess ¼ lim
t/∞

eðtÞ ¼ lim
s/0

sEðsÞ ¼ lim
s/0

s
1þ GðsÞRðsÞ ¼ lim

s/0

s
1þ GðsÞ

1
s2

¼ lim
s/0

1
sþ sGðsÞ ¼

1
lim
s/0

sGðsÞ ¼
1
Kv

:

For the first control loop

Kv ¼ lim
s/0

sGðsÞ ¼ 130:3767

so we have

ess ¼ 1
Kv

¼ 0:0077

which is very small, indicating a good tracking of time-varying

reference commands as well. For the second control loop

Kv ¼ lim
s/0

sGðsÞ ¼ 111:1421

so we have

ess ¼ 1
Kv

¼ 0:0090

which is once again quite small.
Uncertainty analysis

The performance of a standard (i.e. PI) overall PV system [31]

and that of the PV system outlined in this study (i.e. PI/LQG

hybrid) are compared first at constant irradiation and tem-

perature, and then using real weather data. To compare the

system performance when the DC-link is interrupted, simu-

lations were performed under constant irradiation (1000 W/

m2) and ambient temperature (25 �C) values. Results are given

in Fig. 15.

According to Fig. 15, the standard system becomes un-

damped when the load resistance is switched from the min-

imum to maximum at t ¼ 4 s. The performance improves

when the ±2.5% bound check is performed as described in the

previous section. As a result, the 310 Vp-p oscillations for the

high load case are eliminated. However, there are still oscil-

lations of approximately 240 Vp-p during start-up and load
steps from the maximum to the minimum load, which is

undesirable and can cause unpredicted damage for critical

loads. The bidirectional converter's controllers are redesigned

as described in the preceding section, and higher performance
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Fig. 15 e Performance comparison of standard and modified systems against load changes under constant irradiation

(1000 W/m2) and temperature (25 �C) and uncertainty analysis of the modified system.

Fig. 16 e Modified system (with redesigned controllers) performance on a sunny day in Ankara.
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is obtained both at start-up and during load steps from

maximum load to minimum load and minimum load to

maximum load as seen in Fig. 15.

Uncertainty analysis is also performed by randomly sam-

pling the PV panel parameters (shunt resistance, series

resistance, diode ideality factor and diode reverse saturation

current, as shown in Eq. (11)) and lead-acid battery parameters
(battery capacity and nominal voltage, which changes all

other parameters such as maximum capacity, nominal

discharge current, internal resistance and exponential zones).

In a real system those variableswill likely be different than the

ones used during the design and simulation. Ten random

combinations of these parameters in the range of ±20% of

their designed values were used in simulations to verify the

http://dx.doi.org/10.1016/j.ijhydene.2016.05.149
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Fig. 17 e Modified system (with redesigned controllers) performance on a cloudy day in Ankara.
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robustness of the control system. As shown in Fig. 15, the

control system was robust enough to control the load voltage

without being affected by those parameter variations.
Tests with real weather data

A modified system with redesigned controllers is simulated

using real weather data for Ankara, as shown in Figs. 7 and 8,
Fig. 18 eMaximum power point tracking performances of the PV

system with redesigned controllers.
and load changes, as shown in Fig. 9. The results obtained are

shown in Figs. 16 and 17.

According the standard design results given in Figs. 10 and

11, the battery current saturates at its maximum discharge

value of 10 A and exhibits a peak change of 13.2 A between the

charging and discharging states during a load change at high

irradiation values. This is not healthy for the battery and can

shorten its life cycle considerably. In addition there is a peak
Systemwith standard control system andmodified control
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change of 300 Vp-p across the load, which can also cause

damage. With the modification of the control system

described in the previous section, it is therefore observed that

the PV system designed following standard literature, with no

methodological/modeling approach to each controller design,

may have difficulty meeting the desired voltage and current

limits on the load and the battery.

The modified control system performs much better given

irradiation and temperature changes than the standard

design in Ref. [31]. Its response during load variations slightly

exceeds the allowed limits of 400 ± 10VDC. In the sunny day

case, its response is within the allowed limits except when the

load changes from the maximum of 500 U to minimum of

111 U at 2 PM and when the irradiation value dropped below a

critical value. This causes theMPPT controller to start up again

to provide power to the load and battery at 12.30 PM. There is a

peak change of voltage across the load of approximately 190

Vp-p and a peak change of current through the battery of

approximately 6.2 Ap-p which is not desirable. In the cloudy

day case, its response is within the allowed limits except

when the load was stepped from the minimum of 111 U to the

maximum 500 U at about 10 AM, and from maximum to

minimum at 2 PM. There is an undesired peak voltage change

across the load of approximately 12 Vp-p, and, as desired, there

are no peak currents on the battery. Undesired voltage and

current peaks on the load and battery are caused by the failure

of single input single output (SISO) mode-based PI/LQG con-

trollers to handle the highly nonlinear nature of multi input

multi output (MIMO) PV systems caused by the use of PWM

driven cascaded controllers.

It should also be noted that in addition to performing the

tasks described in the paragraphs above, the controller is

simultaneously attempting to keep the PV array at its

maximumpower point at all times. Maximumpower points of

the PV array composed of two parallel strings of four series-

connected Sanyo HIP-200BA3 200 W panels and the

maximum power point tracking performance of the Incre-

mental Conductance method used in the PV system are

shown in Fig. 18.

The proposed system contains redesigned novel control-

lers which perform better tracking of the references generated

by the MPPT algorithm which results closer power values to

theoretical MPPT values, which is especially visible for the

cloudy day. For the sunny day, at many time instants more

power is generated than required by the load and the battery

charge limit combined. This results in the MPPT system being

enabled and disabled several times during the scenario as

compared to the cloudy day situation where it is always

active. This has been identified as the reason for the poor

performance of the standard system on the interval 9 AM e

11 AM for the sunny day. The only poor performance spot for

the proposed system is at 12.30 PM. This is a point where the

irradiation drops to a level so that the power is no longer

enough for the load voltage regulation and battery charge

simultaneously so the MPPT algorithm is reactivated. The

transition causes a spike in the currents and voltages, which

result in low performance for a short time duration. This is

quickly recovered by the controller and good performance

obtained again.
This demonstrates that the design always benefits asmuch

from solar energy as possible and stores excess power in the

battery with better response and efficiency than the standard

control system.
Conclusions and future works

In this paper, a systematic modeling, simulation and

controller design approach is outlined for a stand-alone

photovoltaic (PV) system producing a constant DC output for

critical loads. Obtaining simplified models for these systems

and utilizing only theoretically designed model-based single

input single output (SISO) controllers such as P/PI/PID are

often problematic. This is because they contain elements such

as switching DC/DC converters driven by pulse width modu-

lation (PWM). This results in large nonlinearities that often

produce nonlinearizable models when standard approaches

are used. The methodology for the controller redesign pre-

sented in this paper is based on theoretical system modeling

and the use of simulated input/output data to determine an

operating point around which a linear system model is

derivable according to the real model. After the model was

obtained, linear quadratic Gaussian (LQG) servo-controller

were designed for the bidirectional converter subsystems. In

addition to the redesign of the controllers, an explicit check of

the lower and upper bounds of the DC-link voltage was

introduced based on which MPPT procedure can be disabled.

This ensures that the system would abandon MPPT and focus

entirely on providing the load with the correct voltage in case

the voltage drifted to unacceptably high or low values.

Through numerical simulations, it was confirmed that the

modified control system resulted in a well damped response

and improved robustness when compared to the PI-type

controllers utilized in standard literature. The latter designs

especially struggle to keep a steady output voltage when the

load is increased. This is due to the inefficiency of the bidi-

rectional converter controllers which are responsible for bat-

tery charge, battery discharge and DC-link voltage control,

which must adapt to uncertainties, noises and variations of

environmental conditions and load. This was confirmed by

comparing the performance of standard controllers to the

redesigned controllers developed in this paper during sudden

load variations. The standard PI-only methods exhibited large

load voltage oscillations, and switched multiple times be-

tween the charging and discharging states of the battery. Both

of these events could potentially damage the load and

decrease battery state-of-health (SOH). In contrast, the rede-

signed controllers based on mathematical models obtained

from simulated input/output data displayed smaller fluctua-

tions and a much smoother voltage and current response,

possibly protecting the load and battery from severe damage

and premature aging. In addition, the proposed controllers

operated the PV panel at its maximum power point with high

efficiency at all times, therefore fully utilizing the sunlight

under varying atmospheric conditions and storing any excess

power in the battery until battery charge current limit was

reached.
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Although the modified control system had better perfor-

mance than a standard design, there are still some undesired

voltage and current peaks on the load and battery. This is

thought to be related to the multi-input multi-output (MIMO)

nature of the system. This introduces coupling between the

different channels, which is not explicitly addressed in a

single-input single-output (SISO) design. Our future research

plans includeobtainingMIMOsystemmodelsof thePV-system

onwhichMIMO controller designs can be designed and tested.

Control strategies such as sliding mode control (SMC), linear

parameter varying (LPV) control, H2/H∞ robust control and

model predictive control (MPC) will be considered to improve

performanceand robustness.Wealsoplan to test theproposed

method on alternative PV system configurations (e.g., [41,42])

and to build a physical setup for experimental verification.
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